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ABSTRACT 
 
Multicarrier systems are highly sensitive to the intermodu-
lation distortion (IMD) introduced by high-power amplifi-
ers (HPA) at the transmitter and to the intercarrier inter-
ference (ICI) due to a carrier frequency offset (CFO) at the 
receiver. We analyze the bit-error rate (BER) degradation 
induced by these impairments in the downlink of a multi-
carrier direct-sequence code-division multiple-access 
(MC-DS-CDMA) systems in frequency-selective Rayleigh 
fading channels. 
 
 

1. INTRODUCTION 
 
Multicarrier CDMA techniques are attractive for future mo-
bile broadband communications [1] because they can combine 
the low complexity equalization of cyclic prefixed OFDM 
systems, and the multiple-access interference (MAI) mitiga-
tion capabilities offered by CDMA systems. 

The high sensitivity to frequency synchronization errors is 
one of the main problems of multicarrier schemes [2]. Indeed, 
the CFO, which models the frequency mismatch between the 
transmitter and receiver oscillators, originates ICI, thereby 
destroying the frequency-domain orthogonality of the trans-
mitted data. Another serious impairment is the presence of a 
non linear HPA at the transmitter, which introduces IMD. 
Indeed, multicarrier signals are characterized by a high vari-
ability of their envelope, and consequently they are signifi-
cantly distorted when the HPA works close to the saturation in 
order to optimize the power efficiency. 

Herein we focus on a system that is commonly identified 
as MC-DS-CDMA [1], where multiple users are discriminated 
by spreading in the time domain., and we want to analyze the 
BER degradation introduced by the mentioned impairments. 
Specifically, we consider the BER performance in the 
downlink when the mobile receiver employs a low-complexity 
matched filter (MF) detector. Previous papers on this subjects 
considered either the effect of CFO [3] or the effect of the 
HPA [4]. The purpose of this paper is to develop a BER 
analysis that jointly takes into account CFO and nonlinear 
distortions in multipath fading channels. 
 

2. SYSTEM MODEL 
 
We consider the downlink of an MC-DS-CDMA system with 

N  subcarriers, spaced by 1/f T∆ = , and K  users. The base 
station multiplexes N  symbols of each user over the N  sub-
carriers, by spreading each symbol in the time domain em-
ploying a user-dependent spreading code, which is denoted 
with ,0 , 1[   ]T

k k k Gc c −=c ! , where G  is the processing gain, 
and  

1/ 2
,| |k gc G−= . The transmitted block, at the input of the 

HPA, can be expressed by 
 IN CP[ ] [ ] [ ]HlG g l g+ =u T F S c , (1) 

where IN[ ]lG g+u  is a vector of dimension P N L= + , L  is 
the cyclic prefix length, CPT  is the P N×  cyclic prefix inser-
tion matrix [5], F  is the N N×  unitary FFT matrix, [ ]lS  is 
the N K×  matrix containing the data symbols, and 

1, ,[ ] [   ]T
g K gg c c=c !  is the vector that contains the gth chip 

of the codes of all the K  users. The lth symbol 
, ,[ ] [ [ ]]n k n ks l l= S  of the kth user on the nth subcarrier, is 

drawn from the 4-QAM constellation, and all the symbols are 
assumed to be i.i.d. with power 2

Sσ . 
The HPA is modeled as a memoryless device by means of 

its AM/AM and AM/PM curves. By using the Bussgang theo-
rem and the index i lG g= + , the transmitted block, at the 
output of the HPA, can be expressed as [6] 
  OUT IN IMD[ ] [ ] [ ]i i iα= +u u v , (2) 
where α  and the autocorrelation function ( , ')g gvR  of 

IMD[ ]iv  depend on the AM/AM and AM/PM curves of the 
HPA and on the output back-off (OBO) to the HPA [6]. The 
validity of (2), based on a Gaussian distribution of IN[ ]iu  in 
(1), is justified by the high number of subcarriers usually em-
ployed in multicarrier systems (e.g., 32N ≥ ). 

After the parallel-to-serial conversion, the signal stream 
OUT OUT 1[ ] [ [ ]]pu iP p i ++ = u , 0,..., 1p P= − , is transmitted 

through a multipath FIR channel [ ]h b , characterized by paths 
with Rayleigh statistics and maximum delay spread smaller 
than the cyclic prefix duration. We assume that timing infor-
mation is available at the receiver. In the presence of CFO, the 
received stream can be expressed as [7] 

 02 /
OUT WG

0
[ ] [ ] [ ] [ ]

L
j f aT N

b
x a e h b u a b x aπ

=

= − +∑ , (3) 

where 0f  is the CFO, and WG[ ]x a  represents the AWGN, 
with a iP p= + . The P  received samples relative to the gth 
chip of the lth symbol are grouped to form the vector 

[ ] [ ]i lG g= +x x , thus obtaining [7] 

 2 /
0 OUT 1 OUT WG[ ] ( [ ] [ 1]) [ ]j iP Ni e i i iπε= + − +x D H u H u x" , (4) 

where 1[ [ ]] [ ]pi x iP p+ = +x , 0f Tε =  is the normalized CFO, 
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D"  is a P P×  diagonal matrix, defined by 
,[ ] exp( 2 ( 1) / )p p j p Nπε= −D" , and 0H  and 1H  are P P×  

Toeplitz matrices defined by 0 ,[ ] [ ]m n h m n= −H  and 
1 ,[ ] [ ]m n h m n P= − +H , respectively [5]. 
If CPR  denotes the cyclic prefix elimination matrix, by us-

ing (1) and (2), the vector CP[ ] [ ] [ ]lG g i i+ = =y y R x  can be 
expressed as [7] 
 2 (( ) ) /[ ] ( [ ] [ ]j lG g P L N HlG g e l gπε α+ ++ =y DH F S c   
                              IMD WG[ ]) [ ]lG g lG g+ + + +v y" , (5) 

where D  is the N N×  diagonal matrix defined by 
,[ ] exp( 2 ( 1) / )n n j n Nπε= −D , CP 0 CP=H R H T  is the circu-

lant channel matrix, IMD[ ]lG g+ =v" CP IMD[ ]lG g+R v , and 
WG[ ]lG g+y  stands for the AWGN. Since H  is circulant, it 

can be expressed as H=H F ΛF , where diag( )=Λ λ  is a 
diagonal matrix representing the frequency-domain channel 

   

1/ 2 [ [0] [ 1]]TN h h N= −λ F ! . 
The recovery of the transmitted data is accomplished by 

applying the FFT at the receiver, thus obtaining 
[ ] [ ]lG g lG g+ = +z Fy , which by (5) yields 

2 (( ) ) /[ ] ( [ ] [ ]j lG g P L NlG g e l gπε α+ ++ =z ΦΛ S c   
                         IMD WG[ ]) [ ]lG g lG g+ + + +v z , (6) 

where H=Φ FDF  is the N N×  circulant matrix that models 
the ICI due to the CFO, IMD[ ]lG g+ =v  IMD[ ]lG g+Fv"  is 
the IMD after the FFT operation, and WG[ ]lG g+z  represents 
the AWGN. 

Due to the spreading in the time domain, in order to de-
code the N  data symbols 1, ,[ ] [ [ ]  [ ]]T

k k N kl s l s l=s !  relative 
to the lth interval, the receiver of the kth user has to collect G  
consecutive vectors in (6). From (6), by defining the N G×  
matrix   [ ] [ [ ] [ 1]]l lG lG G= + −Z z z! , and IMD[ ]lV  and 

WG[ ]lZ  accordingly, we obtain 
 2 /

IMD WG[ ] ( [ ] [ ]) [ ] [ ]j L Nl e l l l lπε α= + +Z ΦΛ S C V E Z , (7) 

where 1 2[ [0]  [ 1]] [    ]T
KG= − =C c c c c c! !  is the row-

wise K G×  spreading code matrix, and [ ]lE  is a G G×  di-
agonal matrix defined as 

  

2 ( ) /
1, 1[ [ ]] j lG g P N

g gl e πε +
+ + =E . 

As in [3], we assume that the receiver is able to compen-
sate both the phase-shift terms 2 / ( 1) /j L N j N Ne eπε πεϕ −=  and 

[ ]lE . This hypothesis is clearly optimistic but has the merit to 
lead to BER performance lower bounds independently of any 
phase-estimation technique. Thus, by assuming perfect chan-
nel state information at the receiver side, the equalized data 
matrix can be constructed as 1 1 1

EQ[ ] [ ] [ ]l l lϕ α∗ − − −=Z Λ Z E . 
Successively, after despreading, the vector 

DS, EQ[ ] [ ]k kl l ∗=z Z c  contains the N  decision variables of the 
kth user, as expressed by 
 1

DS, DS, ,IMD DS, ,WG[ ] [ ] [ ] [ ]k k k kl l l l− ∗= + +z Λ MΛS Cc z z , (8) 
where ( 1) /j N Ne πε− −=M Φ  is the phase-compensated ICI ma-
trix, 1

DS, ,IMD IMD[ ] [ ]k kl lα −1 − ∗=z Λ ΜΛV c  represents the IMD 
after equalization and despreading, and DS, ,WG[ ]k l =z  

1 1 1
WG[ ] [ ] kl lϕ α∗ − − − ∗Λ Z E c  stands for the AWGN. If we em-

ploy orthogonal spreading codes, the MAI is eliminated, be-
cause the product [ ] kl ∗S Cc  in (8) is equal to [ ]k ls . On the 

contrary, if the system is not capable to track and compensate 
for the time varying phase shifts summarized by [ ]lE , we 
should take into account the introduction of MAI and of a 
mixed effect of MAI and ICI. Due to the lack of space, this 
will be the object of a future work. 
 

3. BER ANALYSIS 
 
By denoting with ,[ ]n n nλ = Λ  the channel gain of the nth sub-
carrier, the BER can be expressed by  

 , BE, ,(BER) ( ) ( )
n

n

n k n k n n nP f dλ
λ

λ λ λ= ∫ , (9) 

BE, , BE, , |
,

( ( , ( | (
n n

n

n k n n k n n nP P f f d dλλ λ) = ) ) )∫ Sλ
S λ

S λ λ S S λ , (10) 

where ( )
n nfλ λ  is the pdf of nλ , | ( |

n n n nf λ λ )λ λ  is pdf of 
λ

 1 1 1[      ]T
n n n Nλ λ λ λ− += ! !  conditioned on nλ , and 
BE, , ( ,n kP )S λ  is the BER conditioned on λ  and [ ]lS . In order 

to find the BER, we firstly derive an approximated expression 
for the conditional probability in (10), and successively we 
average the approximated conditional BER over ( )

n nfλ λ  as 
in (9). By multiplying (8) with | |nλ α , the scaled decision 
variable SC, , [ ]n kz l  can be expressed by 
  

arg( )
SC, , IMD[ ] | | [ ] [ ]T j T

n k n k n kz l l e lαα − ∗= +m Λs m ΛV c   

 arg( ) 1
,WG[ ] [ ]j T

n ke l lαϕ ∗ − − ∗+ z E c , (11) 

where ,WG[ ]T
n lz  is the nth row of WG [ ]lZ , and n =m  

,1 ,[   ]T
n n Nm m!  is the nth row of M . 
By dropping the index l, (11) becomes 

   SC, , , , ' ' ',
' 1, '

| | | |
N

n k n n k n n n n k
n n n

z m s m sα λ α λ
= ≠

= + ∑   

  
 

1
arg( )

, , ' ' IMD, ', AWGN, ,
0 ' 1

G N
j

k g n n n n g n k
g n

e c m v zα λ
−

− ∗

= =

+ +∑ ∑ , (12) 

where 
 ,n nm m= , 

 IMD, ,n gv  is the (n,g)th element of IMDV , and 
AWGN, ,n kz = arg( ) 1

,WG
j T

n ke αϕ∗ − − ∗z E c . By constructing the condi-
tional random variable SC, , SC, , |n k n k nt z λ= , we can express 
(12) as a function of the random variables ',

�{ }n nλ , where 
', '

� |n n n nλ λ λ=  indicates the 'n th subcarrier channel gain 
conditioned on the nth subcarrier channel gain. The 
( 1) 1N − ×  vector      1, 1, 1, ,

� � � � �[ ]T
n n n n n n N nλ λ λ λ− +=λ ! !  is still a 

Gaussian random vector, with mean value �
�{ }

n
nE=

λ
η λ  and 

covariance �
� �{ }

n

H
n nE=

λ
R λ λ  expressed by [8] 

      
λ

1
� n n n nn

nrλ λ λλ −=
λ
η r ,         

λ λ
1

� n nn n n n nn

Hrλ λ λ λ
−= −λλ

R R r r , (13) 

where 
' '{ }

n n n nr Eλ λ λ λ∗=  is the statistical correlation between 
the channels on the 'n th and the n th subcarrier, 

{ }
n n

n nEλ λ∗=
λ

r λ  is the crosscorrelation vector between the 
channel of interest and the other channels, and 

{ }
n

H
n nE=λR λ λ  is the crosscorrelation matrix of the other 

channels. Consequently, defining the ( 1) 1N − ×  zero-mean 
Gaussian random vector �

�
n

n n= − =
λ

π λ η  
1, 1, 1, ,[      ]T

n n n n n N nπ π π π− +⋅ ⋅ ⋅ ⋅ , SC, ,n kt  becomes 
  SC, , , 1, , 2, ,( | | )n k n n k n k n kt ms z zλ α= + + , (14) 
where 

68



 

 

 1, , ICI, , IMD, ,n k n k n kz z z= + , (15) 
 2, , ICI, , IMD, , AWGN, ,n k n k n k n kz z z z= + +" " , (16) 

   

'

1
ICI, , , ' ',

' 1, '

| |
n n n n

N

n k n n n k
n n n

z r m r sλ λ λ λα −

= ≠

= ∑ , (17) 

  
 '

1
arg( ) 1

IMD, , , , ' IMD, ',
0 ' 1

n n n n

G N
j

n k k g n n n g
g n

z e r c m r vα
λ λ λ λ

−
− − ∗

= =

= ∑ ∑ , (18) 

  ICI, , , ' ', ',
' 1, '

| |
N

n k n n n n n k
n n n

z m sα π
= ≠

= ∑" , (19) 

  
 

1
arg( )

IMD, , , , ' ', IMD, ',
0 ' 1, '

G N
j

n k k g n n n n n g
g n n n

z e c m vα π
−

− ∗

= = ≠

= ∑ ∑" . (20) 

The noisy term 1, ,n n kzλ  in (14) is proportional to nλ , and 
hence it represents the interference that fades coherently with 
the useful signal, while 2, ,n kz  represents the interference that 
fades independently of nλ , because the powers of the terms in 
(19) and (20) do not depend on the specific channel coeffi-
cient nλ . Consequently, the conditional signal-to-interference 
plus noise ratio can be expressed as 

 
2 2 2

S
, 2 2 2

1, , 2, ,

| | | |
( )

| |
n

n k n
n n k n k

mλ α σγ λ
λ σ σ

=
+

, (21) 

where 
 2 2 2

1, , ICI, , IMD, ,n k n k n kσ σ σ= + , (22) 

 2 2 2 2
2, , ICI, , IMD, , AWGNn k n k n kσ σ σ σ= + +" " , (23) 

   

'

2 1 2 2 2
ICI, , , ' S

' 1, '

| | | |
n n n n

N

n k n n
n n n

r m rλ λ λ λσ α σ−

= ≠

= ∑ , (24) 

   

1 1
2 2
IMD, , , , '

0 ' 0

( , ')
n n

G G
T

n k k g k g n n
g g

r c c g gλ λσ
− −

− ∗ ∗

= =

= ∑∑ vm R m , (25) 

   

' '

2 2 2 1 2 2
ICI, , , ' S

' 1, '
| | | | ( | | )

n n n n n n

N

n k n n
n n n

m r r rλ λ λ λ λ λσ α σ−

= ≠

= −∑" , (26) 

 

1 1
2
IMD, , , , '

0 ' 0

G G

n k k g k g
g g

c cσ
− −

∗

= =
= ⋅∑∑"   

�, ' , '' ', '' ', ''
' 1, ' '' 1, ''

[ ] [ ( , ')]»n

N N
T

n n n n n n n n n n
n n n n n n

m m g g∗

= ≠ = ≠
∑ ∑ vJ R J R , (27) 

where 
 '' , '[ ]

n nn n n nm rλ λ=m , the ( 1)N N− ×  matrix nJ  is ob-
tained from NI  by removing the nth row, and ( , ')g gvR  is 
expressed by 

 IMD, IMD, ' CP CP( , ') { } ( , ')H T H
g gg g E g g= =v vR v v FR R R F , (28) 

which can be calculated by exploiting the knowledge of the 
IMD covariance matrix. 

At this point, we approximate as Gaussian the interference 
terms in (15) and (16). Such an approximation is reasonable 
under the hypothesis of a high number of subcarriers. Note 
that for constant-modulus constellations the term in (19) is 
exactly Gaussian. Assuming for simplicity 4-QAM with Gray 
coding, the conditional BER is expressed by 

 ( ) BE, , ,( ) ( )n k n n k nP Qλ γ λ= , (29) 

and the resultant BER is obtained by inserting (29), (21), and 

the Rayleigh pdf of | |nλ  in (9), with 2 2{| | }nEλσ λ= . The 
final BER can therefore be obtained as [9] 

( )
2

2
 | |

, 2
0

2 | |
(BER) ( ) | |

n

n
n k n nQ e dλ

λ
σ

λ

λγ λ λ
σ

+∞ −

= ∫   

2
,
2
,

2 2
, 2 , 2

2 0 ,2
0 ,

21 1 3 1, ;;
2 4 ! 2 22

n k

n k

i
n k n k

n k
i n k

e F i
i

µ
νµ µ

ν
ν

− +∞

=

   = − + −       
∑ , (30) 

where  p qF  denotes the generalized hypergeometric function, 
 

  

2 2 2 2 2
, S 2, ,| |n k n km λµ α σ σ σ −=  and 2 2 2 2

, 1, , 2, ,n k n k n kλν σ σ σ −= . 
 

4. SIMULATION RESULTS 
 
We consider a 4-QAM MC-DS-CDMA system with 

256N = , 1/ 156.25f T∆ = =  kHz, cyclic prefix 64L = , a 
channel characterized by an exponentially decaying power 
delay profile and rms delay spread of 250 ns, and a perfectly 
predistorted amplifier [6]. We also assume that the base sta-
tion employs Walsh-Hadamard (WH) spreading codes of 
length 16G = . The received 0/bE N  is defined before the 
despreading, while the BER is averaged over all the subcarri-
ers and users. 

Fig. 1 shows the BER versus 0/bE N  for different values 
of the normalized CFO ε , assuming linear amplification at 
the transmitter (i.e., without IMD). The good agreement be-
tween theoretical analysis and simulated BER for all practical 
values of ε  is evident. This fact clearly testifies that the Gaus-
sian approximation of the ICI leads to accurate results in fre-
quency-selective scenarios. 

Fig. 2 shows the impact of the HPA on the BER perform-
ance in the absence of CFO. We defined 
OBO 2

U,MAX UP σ= , where U,MAXP  and 2
Uσ  are the maxi-

mum power and the mean power, respectively, of the HPA 
output signal. We assume that the amplifier is perfectly predis-
torted, i.e., it behaves as a clipper of the HPA input envelope. 
Fig. 2 suggests that the Gaussian approximation of the IMD is 
slightly worse than for the ICI in Fig. 1, especially at the satu-
rating BER. Indeed, for a clipping amplifier, the Gaussian 
approximation of the IMD is very accurate only for moderate 
SNR and for high number of subcarriers. However, in the 
assumed scenario the BER mismatch seems to be quite small. 

In Fig. 3, we still assume 0ε = , and we focus on the im-
pact of the number K  of active users on the BER perform-
ance. We also assume that each user employs a fixed spread-
ing code, i.e., that the kth user employs the kth row of the Ha-
damard matrix. Fig. 3 shows that at low SNR the BER in-
creases with the number of active users, as expected. How-
ever, the BER floor at high SNR does not increase with the 
number of users. Such a behavior is due to the fact that the 
IMD powers in (25) and (27) depend on ( , ')g gvR , which is 
highly sensitive to the choice of the spreading codes among 
those provided by the Hadamard matrix. 

Fig. 4 shows the joint effect of CFO and HPA on the BER 
performance when 0.02ε = . The results show that, in the 
presence of a CFO, increasing the output HPA power back-off 
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at the transmitter beyond a certain value (that obviously de-
pends on ε ), does not help too much in reducing the BER 
because the IMD reduction is masked by the presence of the 
CFO induced ICI. 
 

5. CONCLUSION 
 
In this paper, we have evaluated the BER of 4-QAM MC-DS-
CDMA downlink systems subject to both CFO and IMD in 
frequency-selective Rayleigh fading channels. The BER 
analysis is quite accurate in several conditions. The analysis 
can easily be extended to M-QAM and M-PSK constellations. 
Future works will analyze the effects of an imperfect phase 
shift compensation at the receiver side and may also focus on 
channel estimation errors and channel coding effects. 
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Fig. 1.  Impact of the CFO ε  ( 16K = , no IMD). 
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Fig. 2.  Impact of the HPA ( 16K = , no CFO). 

0 10 20 30 40 50 60 70
10-5

10-4

10-3

10-2

10-1

100

Eb/N0  (dB)

B
E

R

K = 4  (theoretical)
K = 4  (simulated)
K = 10 (theoretical)
K = 10 (simulated)
K = 13 (theoretical)
K = 13 (simulated)

 
Fig. 3.  Impact of # of users K  ( OBO 0.84= dB, no CFO). 
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Fig. 4.  Impact of both CFO and HPA ( 16K = , 0.02ε = ). 
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