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Abstract- This paper analyses the effects of the nonlinear 

distortions introduced by high-power amplifiers (HPAs) on the 
performance of the linear decorrelating multiuser detector 
(MUD) in synchronous direct-sequence code-division multiple-
access (DS-CDMA) systems. By assuming and motivating the 
Gaussian distribution of the nonlinear distortion noise, the 
system bit-error rate (BER) has been derived theoretically in 
additive white Gaussian noise (AWGN) and frequency-flat 
Rayleigh fading channels. Simulation results are provided in 
order to validate the theoretical analysis for ideally predistorted 
amplifiers. 

I. INTRODUCTION 

DS-CDMA is a widely employed technique for wireless 
communications in both satellite and cellular mobile systems. 
The almost constant envelope exhibited by the single user 
signal in the uplink scenario is clearly an advantage with re-
spect to other techniques like multicarrier CDMA. Such a 
characteristic alleviates the system sensitivity to nonlinear 
distortions introduced mainly at the transmitter side by power 
amplifiers. Anyway, in the downlink scenario, the overall 
signal transmitted by a satellite transponder or by a cellular 
base station is the sum of many independent signals, each one 
belonging to a different user. Consequently, depending on the 
fact that each single user signal may add constructively or not 
to the others, the overall signal amplitude is characterised by 
a high variability, being exposed to the nonlinear distortions 
that may be introduced by the common amplifier. 

Generally, a predistortion technique [1] is employed at the 
transmitter side to counteract the nonlinear characteristics of 
the power amplifier. On the other hand, even if the amplifier 
is perfectly linearised, a residual clipping (i.e. nonlinear dis-
tortion) is not avoidable because of the maximum amplifier 
output power. Consequently, a soft-limiting characteristic is 
often employed to model a perfectly predistorted nonlinear 
amplifier in real scenarios. 

Obviously, it is necessary to analyse and quantify the 
nonlinear distortion effects and the consequent BER perform-
ance degradation induced in the system link budget. The total 
degradation (TD) is known in the technical literature as the 
parameter to optimise the mean output power for a given am-
plifier and target BER and, consequently, it will be consid-
ered herein as the figure of merit to optimise the system link 
budget. 

The same problem has been analysed in [2] for the matched 
filter detection of DS-CDMA signals in AWGN channels. 
Anyway, DS-CDMA systems greatly benefit of multiuser 
detection techniques [3] [4] to improve the BER performance 
when non-orthogonal spreading waveforms are employed or 
when frequency-selective fading channels destroy the user 
orthogonality. MUD techniques become mandatory when the 
system load (i.e. the ratio between the number of active users 
and the processing gain) increases, because of their capability 

in reducing the multiuser interference at the receiver side. 
The linear MUDs gained great popularity because of their 
reduced complexity with respect to the nonlinear ones and, 
among them, the decorrelator is the simplest to implement 
because it does not require the knowledge of the signal power 
for each user. 

The main object and contribution of this paper is to con-
sider how the BER performance of the decorrelating MUD in 
DS-CDMA systems is affected by perfectly predistorted non-
linear amplifiers. Analytical BER expressions for binary 
phase-shift keying (BPSK) modulation in AWGN channels 
and in flat-fading Rayleigh scenarios have been derived. 
Simulation results are used in order to verify the analytical 
findings. 

 
II. SYSTEM MODEL 

The baseband signal transmitted by a base station to the kth 
user, in the downlink of a CDMA system, is expressed by 
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where T is the symbol duration, kA  and ( )ks t  are the ampli-
tude and the spreading waveform respectively, and [ ]kb i  is 
the ith symbol of the kth user. The spreading waveform can 
be expressed as 
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where N is the processing gain, /cT T N=  is the chip dura-
tion, p(t) is the impulse response of the chip pulse shaping 
filter and [ ]kc j  is the jth value of the kth user binary spread-
ing code. If BPSK modulation is used, then the symbols 
{ [ ]}kb i  belong to a set of independent and equiprobable { 1}±  
random variables, and the overall signal ( )kx t  is real. 

The base station transmits synchronously the sum of the 
signals belonging to each user by a HPA that, if supposed to 
be instantaneous, can be modelled by its AM/AM and 
AM/PM distortion curves ( )G •  and ( )Φ •  respectively [1]. 
The above curves can be summarised by a complex nonlinear 
distortion ( )F •  as expressed by 

 ( ) ( ) ( ) ( ) exp[ ( )]R IF F jF G j• = • + • = • Φ • . (3) 
The sum z(t) of the K users signals, expressed by 
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is transformed by (3) into 
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which represents the baseband input-output relationship for 
the nonlinear amplifier. The term exp( arg( ( )))j z t  in (5) can 
assume values only in the set { 1}± , since the BPSK modula-
tion makes z(t) real. However, as better analysed in the next 
section, the output signal w(t) can be generally represented as 
the input signal multiplied by a complex coefficient α , 
which represents the average linear amplification gain, plus a 
nonlinear distortion complex noise ( )dn t , as expressed by 

 
( ) ( ) ( )

| | exp( arg( )) ( ) ( ) .
d

d

w t z t n t
j z t n t

α
α α

= ⋅ +
= ⋅ +

 (6) 

This paper assumes that the signal w(t), which is transmit-
ted by the base station, passes through a frequency-flat chan-
nel characterised by an impulse response 
 ( , ) ( ) exp( ( )) ( )g t t j tτ β θ δ τ= ⋅ , (7) 

where ( )tβ  and ( )tθ  are the gain and the phase-shift of the 
channel respectively, and ( )δ τ  is the delta Dirac function. 
Two different situations are considered. 
a) Ideal AWGN channel: the amplitude ( )tβ  is fixed with 

time and supposed to be equal to 1. Also the phase-shift 
( )tθ θ=  is supposed to be time invariant. 

b) Slow fading channel: the amplitude ( )tβ  and the phase-
shift ( )tθ  are supposed to be slowly time varying, so 
that they can be considered constant during one symbol 
interval. For a fixed time instant t, the gain ( )tβ  is mod-
elled as a Rayleigh random variable, of unit power 
( 2{ } 1E β = ) and with probability density function (PDF) 
 2
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where 1( )u β−  is the unitary step function. 
At the receiver side, the channel-affected signal is per-

turbed by a complex zero-mean AWGN n(t), as expressed by 
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Firstly, the received signal r(t) is filtered by a chip matched 
filter and successively sampled at the chip rate 1/ cT , thus 
obtaining 
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As a consequence of (9), the received sample [ ]nr l , expressed 
by (10), is characterised by three additive components: 

,SIG[ ]nr l  is the useful part related to z(t), ,NLDN[ ]nr l  is the in-
band nonlinear distortion noise due to ( )dn t , and ,AWGN[ ]nr l  
is the in-band thermal noise. Defining 

 0 1[ ] [ [ ] [ ] ]T
Nl r l r l−= ⋅⋅ ⋅r , (11) 

 1diag( , , )KA A=A ! , (12) 

 1[ ] [ [ ] [ ] ]T
Kl b l b l= ⋅⋅ ⋅b , (13) 

 
1

1

[0] [0]
1

[ 1] [ 1]

K

K

c c

N c N c N

 
 =  
 − − 

C
!

" ! "
!

, (14) 

we obtain 
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where the received vectors SIG [ ]lr , NLDN[ ]lr  and AWGN[ ]lr  are 
obtained as in (11) by collecting the values ,SIG[ ]nr l , 

,NLDN[ ]nr l  and ,AWGN[ ]nr l , respectively. 
 

III. DECORRELATING DETECTOR BER ANALYSIS 

A. Statistical characterisation of the nonlinear distortion 
The signal z(t), as expressed by (4), is the sum of the signals due 

to the K users. If the amplitudes { }kA  are almost equal and K is 
sufficiently high, or if K is so high that the users can be grouped in 
subgroups with a sufficiently high number of users with almost 
equal amplitudes in each subgroup, then z(t) can be approximated 
by a real Gaussian random process because of the central limit 
theorem [2]. However, since K is always a finite value, and 
since the { }kA  are generally equal in satellite communica-
tions but not in cellular downlinks, z(t) is not always truly 
Gaussian, and consequently this approximation has to be 
carefully checked. Moreover, { ( )} 0E z t =  because the signals 
{ ( )}kx t  are uncorrelated and zero mean random processes. In 
such a situation, if the input z(t) is modelled as a zero-mean Gaus-
sian random process, the linear component ( )z tα ⋅  in (6) and the 
nonlinear one ( )dn t  are mutually uncorrelated, by means of the 
Bussgang Theorem [5]. Consequently, the output correlation func-
tion for a stationary Gaussian input z(t) would be expressed by [6] 

 * 2( ) { ( ) ( )}  | | ( ) ( )
d dww zz n nR E w t w t R Rτ τ α τ τ= + = + , (16a) 

 * *(0) (0) { ( ) ( )} { ( ) ( )}zw zzR R E z t w t E z t z tα = = . (16b) 

The downlink signal of a synchronous DS-CDMA system is ac-
tually not stationary but cyclostationary. Consequently, the autocor-
relation functions and the coefficient α  in (16) will depend on the 
time index t. Anyway, such a periodic dependence for the coeffi-
cient α  is generally negligible with respect to its average in many 
circumstances (see [2] for deeper details) and consequently relations 
(16) can be considered valid substituting each quantity with its time 
average over the symbol period T. Bearing this in mind, the general 
expression for the correlation of the nonlinearity output driven by 
Gaussian inputs has the general expression [7] 
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where 2
0  | |γ α= . The coefficients iγ , which depend on the 

nonlinear function ( )F •  and on the signal input power, can be cal-
culated by numerical integration or by means of closed form expres-
sions [7] [8]. The knowledge of the coefficients iγ , together with 
the statistical properties of the spreading sequences (i.e. the knowl-



edge of the function ( )zzR τ ), allows the evaluation of the nonlin-
ear noise autocorrelation function by 
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If the spreading codes { [ ]}kc j  are characterised by good auto-
correlation properties, such as pseudo-noise or Gold codes, the 
autocorrelation function ( )zzR τ  looks like an impulsive func-
tion because ( ) / (0) 1zz zzR Rτ <<  when cTτ > . Therefore, also 

( )wwR τ  resembles an impulsive function, as well as ( )
d dn nR τ . 

Consequently ( )dn t  is characterised by an approximately flat 
power spectrum density. The above approximation is reasona-
bly acceptable inside the signal bandwidth, since 2 1( ) i

zzR τ +  is 
represented in the frequency domain by the (2i+1) auto-
convolution of the power spectrum ( )zzS f  [8]. As a conse-
quence, it is possible to approximate the nonlinear distortion 
noise ( )dn t  as a white noise with power 
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B. Decorrelator performance in AWGN channels 

Since the transmitted data are BPSK mapped, the receiver deci-
sion rule can be expressed as 

 �[ ] sgn{Re( [ ] )}l l ϕ=b Dr  (20) 
where the matrix D represents the multiuser detector and 

exp( arg( ))j jϕ θ α= − − is the total phase-shift compensation 
factor. The channel phase θ  and the mean HPA phase-shift 
arg( )α  are assumed perfectly known to the receiver. 

The linear decorrelating detector (LDD) is obtained [3] as 
the Moore-Penrose generalised inverse of the code matrix C: 
 � 1 1( )T T T− −= = =D C C C C R C , (21) 

where T=R C C  is the K K×  matrix containing the cross-
correlation coefficients of the users code sequences. In (21) it is 
assumed that the K users codes are linearly independent, from the 
existence of 1−R . It is also assumed that the number of active 
users K is time-invariant (see [9] for the LDD analysis in a user 
dynamic environment) and smaller than the processing gain N. 
Since in AWGN scenarios ( ) 1tβ = , from (15) and (21) it 
follows 
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Without loss of generality, we point the attention on the perform-
ance of the first user. From (22) we have 
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where the subscript �1,:� represents the first row of the related 
matrix. It can be observed that the second term in the right 
hand side of (23) is the sum of the N elements of 

NLDNRe{ [ ] }l ϕr , weighted by the N elements of -1
1,:

TR C . 
Therefore, if the processing gain N is high enough, the 

nonlinear distortion noise 1
1,: NLDNRe{ [ ] }T l ϕ−R C r  can be ap-

proximated as a Gaussian random variable. As a conse-
quence, since the two noise terms in (23) are uncorrelated, the 
bit-error probability can be easily evaluated if the powers of 
the noise terms are known. In the uncorrelated AWGN scenario, 
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where the noise enhancement factor 1
1,1
−R  is the 1,1 element of 

the matrix 1−R . 
As far as the nonlinear distortion noise is concerned, in the fol-

lowing we will consider the ideal predistortion situation, where the 
nonlinear function in (5) reduces to a soft-limiter, that is  
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If the chip-matched filter has a real impulse response, since α  is 
real, from (9) and (10) it follows 
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Therefore the power of the quantity in (26) is equal to 

 2
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where ( )ppR τ  is the autocorrelation of the p(t) waveform and 
( )

d dn nR τ  is computable by (18). Since the nonlinear noise has 
been approximated as a white noise with 

 2
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then the nonlinear distortion noise power can be evaluated by 
1 2

1,1 NLDNσ−R  analogously to the AWGN noise in (24). 
Hence the bit-error probability for the first user is1 
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C. Decorrelator performance in flat-fading channels 

In a slow flat-fading channel, both the useful signal and the 
nonlinear distortion noise experience the effect of the random 
complex gain exp( )jβ θ , in which the discrete-time index has 
been dropped because of the slow time variation. Supposing 
perfect channel state information and phase compensation, 
the bit-error probability conditioned to the knowledge of β  
is expressed by 

 1
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The average BER is obtained by integrating (30) over the 
Rayleigh PDF (8) of the channel gain β , thus obtaining 

                                                           
1 The Q function is defined as 1/ 2 2 / 2( ) (2 ) exp( )xQ x dπ ν ν− +∞= −∫ . 
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where 

( )1
1 1,1 AWGN| | Aµ α σ−= R  ,      NLDN AWGNλ σ σ=  . (32) 

The analytical derivation involved with the evaluation of (31) can-
not be developed herein because of lack of space and the readers 
interested in greater details are redirected to [10]. We only report 
the final expression (33), which is expressed by a series of conflu-
ent hypergeometric functions 2 0F : 
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IV. SIMULATION RESULTS 
The situation in which the base station transmits data to 

40K =  users is considered. The amplitudes { }kA  are equal 
for all users. Gold-like sequences of length 63N =  have 
been chosen for the short spreading codes { [ ]}kc j . The 
nonlinearity considered is the soft-limiter model (25), which 
is the envelope input-output characteristic of an ideal predis-
torted HPA. The user signal-to-noise ratio (SNR) is defined 
as 
 2 2

1 AWGNSNR (2 )A σ= , (34) 

while the input back-off (IBO) and the output back-off (OBO) 
are defined as 

  ,maxIBO z zP P=  , ,maxOBO w wP P=  , (35) 

where ,maxzP  ( ,maxwP ) and zP  ( wP ) represent the maximum 
and the average HPA input (output) power respectively. 

For a rectangular pulse shaping waveform p(t), the nonlin-
ear distortion noise power 2

NLDNσ  in (27) coincides with 
(0)

d dn nR  in (19) and, by (16a), it obviously simplifies to 

 2 2
NLDN ,max ,maxOBO | | IBOw zP Pσ α= −  , (36) 

where, for soft-limited real Gaussian signals, the coefficient 
α  of (16b) is evaluated as 

 ( ) IBO 21/ 2 2

0
erf IBO 2 2 exp( )dα π ν ν−= = −∫ . (37) 

Fig. 1 shows the BER performance of the LDD in AWGN 
channels for different OBO values. When the OBO values are 
low, e.g. OBO equal to or smaller than 3.76 dB, the simulated 
performance does not correspond to the theoretical model 
because the approximated model of the nonlinear distortion 
noise is not sufficiently accurate. Indeed, the simulated BER 
is different from the theoretical one especially when the non-
linear distortion noise is dominant with respect to the 
AWGN, i.e. at high SNR. Moreover, the good agreement 

between simulated and theoretical performance at low SNR 
proves that the signal loss induced by the clipping operation 
is correctly modelled by the coefficient α  in (37). For higher 
OBO values, the simulated performance exactly matches the 
analytical model, because the nonlinear distortion noise is 
smaller than for lower OBOs, and consequently the perform-
ance mainly depends on the AWGN. 

In order to point out the magnitude of the inaccuracy about 
the Gaussian assumption of the nonlinear distortion noise (i.e. 
the second term in the right hand side of (23)), the difference 
∆  between its estimated cumulative distribution function 
(CDF) and the ideal Gaussian noise CDF is shown in fig. 2 
when OBO = 2.87 dB. Interestingly, in this situation the order 
of magnitude of ∆  is comparable to the error on the BER 
estimate ( 310−≈ ). This fact explains the partial mismatch 
between simulation and analytical results, being the BER 
performance dependent on the noise CDF by (29). 

The BER performance of the LDD in Rayleigh fading 
channels is shown in fig. 3, where it is confirmed that the 
theoretical model is more accurate for high OBOs. Anyway, 
in both AWGN and Rayleigh fading scenarios herein exam-
ined, the analytical results can be considered a useful upper 
bound to the real performance also for low OBO values. 

The total degradation (TD) is generally considered to es-
tablish the most convenient HPA working point in order to 
optimise the power link budget. The TD to obtain a target 
BER can be defined as 
 dB dB LIN dB dB(TD) [(SNR) (SNR ) ] (OBO)= − +  , (38) 
where SNR and OBO are defined in (34) and (35) respec-
tively, and LINSNR  is the SNR required by the LDD to ob-
tain the target BER in the linear scenario. The term into the 
square brackets in (38) represents the power penalty with 
respect to the linear case, while the OBO represents the 
power penalty with respect to the maximum amplifier output 
power. Indeed, for a selected target BER, it is desirable to 
have both low SNR (low transmitted power) and low OBO 
(high HPA efficiency). These two requirements are in compe-
tition with one another because, if the OBO is decreased, the 
HPA introduces a higher distortion, and consequently the 
required SNR, for the target BER, must be greater. Therefore, 
the minimisation of the TD is a fair criterion for the selection 
of the optimum OBO value if other effects, e.g. the adjacent 
channel interference, can be neglected or eliminated by linear 
filtering. 

Fig. 4 shows the TD at 3BER 10−=  as function of the 
OBO. The TD is obtained using the approximated analytical 
model, since little mismatch with the simulation is introduced 
at this target BER. It is shown that the optimum OBO is close 
to 5.5 dB for the AWGN channel, while it is approximately 5 
dB for the Rayleigh fading environment. It can also be ob-
served that in the Rayleigh fading situation the TD is smaller 
than in the AWGN scenario for all the OBO values, with a 
difference of about 0.7 dB between the two optimum values. 
It can be intuitively explained by considering that, for a fixed 
OBO, the ratio between the useful signal power and the non-
linear distortion noise power is fixed and that in a Rayleigh 
fading scenario, where the instantaneous SNR has an expo-
nential PDF, the situation in which the instantaneous SNR is 
lower than the average SNR is more probable than the 
opposite. Consequently, the nonlinear distortion noise is par-
tially masked by the thermal noise. 



V. CONCLUSIONS 
An analytical framework to evaluate the BER performance 

of decorrelating MUDs for DS-CDMA systems subject to 
amplifier nonlinear distortions in AWGN or Rayleigh fading 
channels has been introduced. Results for BPSK mapping 
with rectangular pulse shaping and perfectly predistorted am-
plifier have been presented, and the OBO that minimises the 
system TD has been evaluated. Simulation results have 
shown how the analytical model is appropriate when the 
number of users and the spreading gain are high enough to 
justify the Gaussian assumption for the transmitted signal 
distribution and the nonlinear distortion noise. 

The results suggest that the optimum OBO has to be cho-
sen depending on the channel characteristics. Extensions of 
these results to generally shaped nonlinear amplifier charac-
teristics, as well as to complex constellation mapping (e.g. 
QPSK, QAM) and to other pulse shaping waveforms will be 
presented in a future work. 
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Fig. 1. BER performance in AWGN channels. 
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Fig. 2. Difference between the estimated and the ideal CDF. 
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Fig. 3. BER performance in Rayleigh fading channels. 
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Fig. 4. Total Degradation for 3BER 10−= . 


