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ABSTRACT
In single-frequency network (SFN) broadcasting systems, the pres-
ence of several transmitters translates into an equivalent channel with
relevant sparsity in the delay domain, which may significantly impair
the error performance. In DVB-H systems this channel sparsity, cou-
pled with the time variation due to mobile users, renders the channel
estimation task very challenging, especially when only a moderate
complexity is tolerated at the receiver side. To solve this problem,
this work proposes a new low-complexity multistage channel esti-
mation technique that exploits the data at the output of the channel
decoder, as well as a simple parallel intercarrier interference (ICI)
canceller. The proposed scheme iteratively estimates data and chan-
nel in a joint fashion, and also includes a regularization-based pre-
processing stage to specially deal with severe channel sparsity. Sim-
ulation results show that our low-complexity scheme is adequate for
practical implementations of fast-mobility DVB-H receivers in all
SFN scenarios.

Index Terms— Channel estimation, ICI cancellation, SFN, DVB-
T/H, coded OFDM, Doppler spread, fast fading channels.

1. INTRODUCTION

A single-frequency network (SFN) is a broadcast network charac-
terized by the presence of two or more transmitters that make use of
the same spectrum to broadcast a unique signal. Despite their advan-
tages, SFNs constitute a serious challenge for the receiver design of
mobile users, because the presence of both severe multipath and fast
fading makes the channel estimation and equalization especially dif-
ficult. In this work, we aim to find low-complexity solutions, which
can be practically applied in handheld DVB-H receivers [1].

To this end, we employ time-invariant (TI) channel estimation
approaches, which turn out to be also useful in many time-varying
(TV) scenarios. However, TI channel estimation alone can be inef-
fective in fast TV channels, because the block-fading approximation
(i.e., with a TI frequency response within each OFDM block) actu-
ally leads to the estimation of only the average channel impulse re-
sponse (CIR) in each block. Therefore, it is necessary to resort to TV
channel estimation techniques, characterized by higher complexity.
For instance, several efforts have been recently documented in the
OFDM literature to reduce the problem of a TV channel estimation
to the estimation of a reduced number of parameters [2]. Most of
these methods are captured by the concept of basis expansion model
(BEM) for TV channels. Unfortunately, the specific channel struc-
ture of SFNs makes it difficult to estimate the BEM coefficients,
since this problem is highly ill-conditioned [3]. Therefore, we pro-
pose to resort to regularization techniques jointly with ad-hoc solu-
tions, which also exploit a non-uniform channel sampling technique.
We show that it is also necessary to employ an iterative approach to
boost the channel estimation and enhance the overall DVB-H BER
performance, through the cancellation of the intercarrier interference
(ICI) arising in fast TV channels.

In order to deploy low-complexity solutions, we employ the
BEM only to obtain a first rough estimate of the channel. Succes-
sively, we refine our first estimation by means of very simple TV

channel estimation techniques, with a complexity similar to TI tech-
niques [4], by exploiting the presence of a forward error correcting
code (FEC) (convolutional code) and by resorting to an iterative ap-
proach to improve the performance, following the philosophy of [5].
A further improvement is obtained by taking into account the chan-
nel state information (CSI), obtained from the channel estimation,
inside the convolutional decoder. Finally, for the ICI mitigation we
consider a simple ICI cancellation on each subcarrier, which exploits
channel coding to better estimate the interfering data. The good BER
performance, shown by simulation results, suggests that this work
can be useful to enhance the receiving capability in current DVB-H
systems.

2. SYSTEM MODEL

We consider an SFN system with two DVB-H transmitters/repeaters.
The equivalent channel model is described in the next subsection.

2.1. SFN Channel Model

The presence of two transmitters induces at the receiver a two com-
ponents (discrete-time) channel hT [k] = h

(L,0)
1 [k] + h

(L,∆12)
2 [k],

where the wireless channels hi[k], i = 1, 2, between each transmit-
ter and the receiver are typically separated by a certain delay ∆12TS ,
as expressed by

h
(L,0)
1 [k] =

[
h1[k]
0(L−L1)×1

]
;h

(L,∆12)
2 [k] =

[
0∆12×1

h2[k]

]
, (1)

where L is the total number of taps of hT [k], including the effect of
the delay, Li is the number of taps of hi[k], TS is the sampling time,
and k is the sampling time index.

We model each path in hi[k] as a wide-sense stationary with
uncorrelated scattering (WSSUS) process, compliant with the COST
207 standard [6]. Specifically, we consider, for each continuous-
time channel hi,c(t, τ), i = 1, 2, the Typical Urban (TU) power-
delay profile. This results in an L-taps discrete-time model, where
hl[k] = [hT [k]]l can be written as

hl [k] = h
(L,0)
1,l [k] + h

(L,∆12)
2,l [k] = h

(L,0)
1,c (kTS , lTS)

+h
(L,∆12)
2,c (kTS , lTS) , l = 0, ..., L − 1. (2)

Note that L = ∆12 + L2, where in TU channels L2 = L1 = 64
[6]. Typically, ∆12 � L1, such that each tap hl [k] of h[k] seen by
the receiver comes from a single channel component (see Figure 1),
because the other one is zero, as expressed by

hl[k] =

{
h1,l[k],
0,
h2,l−∆12 [k],

0 ≤ l ≤ L1,
L1 < l < ∆12,
∆12 ≤ l ≤ ∆12 + L2.

(3)
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2.2. OFDM System Model

We assume LCP ≥ L, i.e., there is no interblock interference (IBI)
[7]. The OFDM system in the frequency domain can be represented,
for the mth OFDM block, as

y(m) = H
(m)
F s(m) + n(m), (4)

where y(m), is the received signal vector, with size equal to the num-
ber N of subcarriers, s(m) = d(m) + p

(m)
s + p

(m)
c is the transmit-

ted signal vector, which contains the frequency-domain multiplexed
data d(m), scattered pilots p

(m)
s , and continuous pilots p

(m)
c [1], and

n(m) is the noise vector. Moreover,

H
(m)
F = FNH

(m)
T FH

N (5)

is the frequency-domain channel matrix, H
(m)
T is the time-domain

matrix that, after CP removal, contains on its (l + 1)th diagonal the
time evolution h

(m)
l [k] = hl[m(N + LCP ) + LCP + k] of the lth

channel tap, and FN is the unitary DFT matrix of size N .
In TI channels, H(m)

T is circulant, so that H(m)
F is diagonal and

contains the DFT of the CIR, as expressed by

H
(m)
F = diag(

√
NF

(L)
N h

(m)
T [k]), (6)

where F
(L)
N is the rectangular matrix that selects only the first L

columns of FN and h
(m)
T [k] = [h

(m)
0 [k], ..., h

(m)
L−1[k]] is the CIR,

which in TI channel is independent from the time index k. On the
contrary, in TV channels, H(m)

F departs from a diagonal matrix, and
off-diagonals contributions, representing the discrete-domain Doppler
spread, start to increase as long as the time variation of the channel
increases, inducing on each transmitted data the so-called ICI [8][9].
In this case, the main diagonal of H

(m)
F contains the DFT of the

average CIR in the mth block.

3. MULTISTAGE CHANNEL ESTIMATION AND
EQUALIZATION

In order to counteract both sparsity and ICI, we propose a modular
algorithm based on a multistage approach. Each stage is devoted
to a specific task, such as channel estimation, equalization, or ICI
cancellation. Since low complexity is our main constraint, each stage
should be as simple as possible, so that it can be implemented using
standard chipsets already available on the market. Performance can
then be improved by iterating the algorithm, but preferably using
hard decisions rather than soft-decision estimates, which may not be
available at the output of standard chipsets.

Our whole algorithm is summarized in Figure 2, where solid
lines indicate the main data flow and dotted lines represent the auxil-
iary data. In the following, we describe the main stages, motivating
the choices we have made.

3.1. BEM-based TV Channel Estimation

We focus on the BEM, firstly presented by Bello [10] and fully devel-
oped in [2]. First, we reconstruct the time variability of the channel
over multiple OFDM blocks, and successively we average the TV
estimated channel over the block of interest only. This results in a
better average CIR estimation with respect to algorithms based on
the single OFDM block of interest.

Specifically, we adapt the multiblock BEM approach proposed
in [11] to the present scenario, where the time evolution of the chan-
nel taps during 2J + 1 OFDM blocks is approximated as

hvec
∼= (B ⊗ IL)h, (7)

where ⊗ is the Kronecker product, hvec is a (2J+1)N(Q+1)(L1+
L2) vector expressed by

hvec = vec(H̃
(m−J)
T , ..., H̃

(m+J)
T ), (8)

H̃
(m)
T = [h

(m)
T [0], ...,h

(m)
T [N − 1]]T , B = [b0, ...,bQ] is the ma-

trix that collects the Q + 1 basis functions and h = [hT
1 ...hT

Q]T

is the vector that collects the (Q + 1)(L1 + L2) BEM coefficients
for all the L1 + L2 non-zero taps, whose estimation is the goal of
this subsection. We employ orthogonal polynomial basis functions,
which are suitable for low-to-medium time variability. We also as-
sume a perfect knowledge of the taps positions, which, for instance,
can be obtained by means of energy detectors or matching pursuit al-
gorithms [12]. We express the observation vector yp, extracted from
(4) using only the elements that correspond to the pilot positions,
from block m − J to block m + J as

yp = P(pm)h + ip + np, (9)

where yp = [(y
(m−J)
p )T , ..., (y

(m+J)
p )T ]T , pm = [(p(m−J))T ,

..., (p(m+J))T ]T , p(m) is the pilot vector for the mth block, ip
is the ICI vector induced by the data and by those pilots not used
in the channel estimation, and np is the noise vector. Moreover,
P(pm) = [P

T
(p(m−J)), ...,P

T
(p(m+J))]T , where P(p(m)) rep-

resents a known matrix for the mth block, expressed as

P(p(m)) = [ D
(p)
0 (m) , ..., D

(p)
Q (m) ]

(IQ+1 ⊗ Diag(s(p)(m))F(L)(p(m))), (10)

where s(p) (m) is the vector containing the non-zero values of p(m),

D(p)
q (m) = F(L)(p(m))Diag

{
b(m)

q

} (
F(L)(p(m))

)H

, (11)

where F(L)(p(m)) is the submatrix of F(L)
N containing only the rows

corresponding to the pilot positions of p(m), and b
(m)
q is the subvec-

tor of bq relative to the mth block.
The BEM coefficients are simply obtained by least squares (LS)

estimation,
ĥ = P†(pm)yp, (12)

where P† = (PHP)−1PH is the Moore-Penrose pseudo-inverse of
P. The estimated coefficients ĥ are then used to reconstruct the TV
CIR, which is averaged over the mth block to obtain the approximate
TI CIR.

3.2. Preprocessing to Avoid Aliasing

Usually, low-complexity TI CIR estimation methods for DVB-H only
consider p(m) = p

(m)
s , because the scattered pilots have a regular

pattern. The received signal corresponding to P(pm) constitutes
an equispaced sampling (every 12 subcarriers) of the channel in the
frequency domain. Thus, due to the Nyquist-Shannon sampling the-
orem, the signal received on the scattered pilots is characterized, in
the delay domain, by CIR replicas separated by TR = NTS/12 sam-
ples. As a consequence, for certain values of ∆12, LTS > TR, there
exists aliasing in the delay domain. In most cases, it is possible to
exploit the channel sparsity by means of undersampling techniques,
as shown in Figure 1, since the aliased CIR does not overlap with
the true CIR. However, when the aliased CIR overlaps, P(pm) is
usually very ill-conditioned, with condition number up to the order
of 1016, leading to completely useless estimates. This extremely-
high condition number also impairs the correct use of standard reg-
ularization techniques, such as ridge regression, truncated singular
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value decomposition (TSVD), conjugate gradient, column weight-
ing, LSQI, [3], which do not help when the condition number is so
high.

To reduce the condition number, we are forced to use some spe-
cific techniques. First, in the BEM channel estimation, we choose
J = 1, instead of the more common choice J = 0, and we use all
the pilots that are available for DVB-H, i.e., p(m) = p

(m)
s + p

(m)
c .

This reduces the condition number to ≈ 200, which enables the use
of regularization techniques, such as the TSVD [3], which we focus
on. Consequently, in (12), P†(pm) is replaced by

T = VŜ†
kT

UH , (13)

where P(pm) = USVH , and ŜkT is equal to S in the first kT

diagonal elements only, while the others are set to zero. Although
the SVD of a large matrix (e.g., 480 × 2651) may appear as very
complex, due to the pilot arrangement of DVB-H [1], P(pm) =
P(pm+4), and hence only four matrices are requested, which can
be precomputed and stored.

3.3. First Equalization

After the regularization-based BEM channel estimation, the frequency-
domain channel matrix in the mth block could be reconstructed as

H̄
(m)
F =

Q∑
q=0

circ(
√

NFNb(m)
q )diag

(
F

(L)
N ĥq

)

= Diag(Λ̄
(f)

0(m)) +

Q∑
q=1

circ(
√

NFNb(m)
q )diag

(
F

(L)
N ĥq

)
, (14)

where A = circ(a) is the circulant matrix with a in its first col-
umn, the subvector ĥq of ĥ is the estimate of hq , and Λ̄

(f)

0(m) =

diag(H̄
(m)
F ) represents the DFT of the estimated average CIR. How-

ever, equalization methods based on the direct use of the whole es-
timated channel matrix present two drawbacks. First, TV equaliza-
tion methods such as [8] and [9], which are generally considered as
low-complexity techniques, are too complicated for our purposes.
Second, our simplified channel estimation is adequate for TI aver-
age CIR estimation, but the estimation of the time variation is not
very accurate for TV equalization. Therefore, we use only Λ̄

(f)

0(m) to
perform a TI per-subcarrier channel equalization:

[̄s
(m)
TI ]k = [y(m)]k/[Λ̄

(f)

0(m)]k, ∀k = 1, ..., N. (15)

However, to improve performance, we refine this first estimate by
resorting to an iterative strategy, which is discussed below.

3.4. Iterative Approach Based on Re-Encoding

In order to boost performance, we aim at improving the quality of
the channel estimate. We choose a joint channel and data estimation
with limited complexity, aided by the output of a convolutional de-
coder, with a philosophy similar to [5]. After Viterbi decoding with
input s̄(m)

TI , we subsequently re-encode the data obtaining a new es-
timate s̄

(m)
CC .

We can then use the re-encoded data as virtual pilots, to be used
for channel estimation. Indeed, by selecting as virtual pilots those
data of s̄

(m)
CC that correspond to the positions of the scattered pilots

in the (m + 2)th block, we obtain a set of new pilots (virtual plus
scattered) that are regularly spaced. Since this separation is reduced
from 12 to 6 subcarriers, the aliasing problem is highly reduced, and
standard techniques can be employed. Specifically, we make use of

the channel estimation Method II developed in [4]. Hence, we first
perform a simple TI channel estimation on the virtual and scattered
pilot subcarriers, as expressed by

Λ̃
(f)

0(m) = ΣDiag(p(m)
v + p(m)

s )†y(m), (16)

where Σ is a selection matrix that extracts only the elements related
to the (virtual and scattered) pilot subcarriers. Second, we perform
a Nyquist cardinal interpolation to estimate the channel Λ̂

(f)

0(m) also
on the other subcarriers, as expressed by

Λ̂
(f)

0(m) = 6F
(L)
N

(
F(L)(p(m)

v + p(m)
s )

)H

Λ̃
(f)

0(m). (17)

Third, we perform a TV channel estimation through linear interpola-
tion of the TI estimates Λ̂

(f)

0(m) of 3 blocks, using those from m − 1

to m + 1 [4].

3.5. Parallel ICI Cancellation

By means of Equations 23-27 in [4], we reconstruct the channel ma-
trix Ĥ

(m)
F , which is used together with s̄

(m)
CC , to cancel the ICI, as

expressed by:

[̂s(m)]k =

⎛
⎝yk −

D∑
d=−D,d�=0

[Ĥ
(m)
F ]k,d [̄s

(m)
CC ]k+d

⎞
⎠

/[Λ̂
(f)

0(m)]k, ∀k = 1, ..., N, (18)

where D is the number of diagonals subtracted from either side. Fi-
nally, we iterate the data-aided TV channel estimation and the paral-
lel ICI cancellation for i additional times, in order to obtain a better
refinement of the data estimate. Specifically, after i additional iter-
ations, described in Figure 2, the new quantities Ĥ

(m)
F,i , s̄

(m)
CC,i, and

Λ̂
(f)

0(m),i are available, which can be used like in (18) to cancel out

the ICI from yk, thus obtaining a more accurate data estimate ŝ
(m)
i .

We highlight that the considered parallel hard cancellation is
the simplest method that can mitigate the ICI, since its complex-
ity is linear in both the number N of subcarriers and the number
2D of diagonals subtracted. However, if complexity is not an issue,
more refined algorithms with complexity O(D2N), such as min-
imum mean-squared error (MMSE) techniques, could be included
[8][9]. To further improve performance, at the price of additional
complexity, the re-encoding process could benefit from a soft-output
Viterbi decoder, so that soft ICI cancellation could be performed.
However, due to the low-complexity requirements, these methods
are not considered herein.

4. SIMULATION RESULTS

We have simulated a DVB-H 8k system with bandwidth 8 MHz,
16-QAM and CP equal to 1/8 of the useful symbol duration NTS .
For the convolutional code, we consider the code-rate (CR) 2/3 [1].
Since the considered channel model is a discrete model, we have ap-
proximated the tap delays as integer multiples of the sampling time
of the DVB-H (8 MHz), which is TS = 7/64µs ∼= 0.109 µs. The
delay ∆12 is also approximated as an integer multiple of TS , in par-
ticular by NTS/12 ∼= 682TS . This choice corresponds to the worst
case aliasing scenario where the two CIR replicas completely over-
lap in delay domain, denoted as total aliasing. Moreover, in this
worst case scenario, we assign the same received power to both the
DVB-H signals coming from the two transmitters. The carrier fre-
quency is 800 MHz. We choose two values of Doppler spread: 110
Hz (speed equal to 150 km/h), and 140 Hz (190 km/h). The time
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variation of the channel taps is simulated by the sum-of-sinusoids
method in [13], leading to the widely used Jakes’ Doppler spectrum.
At the receiver, the TSVD truncation parameter is kT = 445, and
we use J = 1 unless otherwise stated. For the parallel ICI cancel-
lation, we choose D = 8. A soft-input Viterbi decoder with 4-bit
quantization is employed. In our algorithm, we use i ∈ {0, 1, 2}
additional iterations.

Figure 3 plots the uncoded BER performance, where we observe
similar performance for 110 and 140 Hz Doppler spreads both with
the simple TI equalization (after the first rough channel estimation)
of (15) and with the genie-aided (GA) case, which refers to a per-
fect knowledge of H

(m)
F and s(m) for the ICI cancellation. On the

contrary, there is a significant difference in the BER performance af-
ter the actual ICI cancellation. This is due to the fact that the CR
2/3 convolutional code is unable to always correct the errors and it
can even worsen the BER: this problem is more evident when the
Doppler spread is 140 Hz rather than for 110 Hz. Besides, it is clear
that the classical choice J = 0 is insufficient to guarantee adequate
performance. In addition, it is worth noting in Figure 3 that at low
SNR both the ICI cancellation and the iterative procedure worsen the
BER performance: this is because, despite the TSVD regularization,
the ill-conditioned LS problem enhances the noise, as clearly more
evident at low SNR. This behavior can be observed also in Figure 4,
where we plot the in-band MSE (i.e., the MSE of the channel esti-
mate Ĥ

(m)
F,i , on the 2D + 1 diagonals used in the ICI cancellation),

for each iteration: the MSE is worse at low SNR for high iteration
numbers while, obviously, at high SNR the iterative procedure im-
proves the MSE, although this improvement is somewhat limited,
especially at 140 Hz Doppler spread.

Figure 5 displays the BER performance counterparts of Fig-
ure 3 at the output of the Viterbi decoder. As previously detailed,
the Viterbi BER performance at 110 Hz are quite better than at
140 Hz. The exploitation of the CSI provided by the channel es-
timation can greatly enhance the BER performance. Specifically,
in order to preserve a reasonable complexity, we exploit the CSI at
the input of the Viterbi decoder, replacing the estimated bit bj with
b̃j = tan−1

(
[Λ̂

(f)

0(m),i]kbj

)
, where the bit bj is encoded on a 16-

QAM symbol on the kth subcarrier. This way, the metric of the
Viterbi decoding is implicitly weighted accordingly to the CSI.

Figure 6 shows that there is a great improvement in the Viterbi
BER performance for 110 Hz Doppler, with respect to the corre-
sponding curves of Figure 5, whereas for 140 Hz the performance
is similar to Figure 5, because for CR 2/3 the DVB-H system under
examination is still not capable to guarantee acceptable performance.
This is due to the fact that, although regularized, the LS problem in-
volved in the channel estimation is still ill-conditioned. Thus, also
a very small increase in the ICI power can determine a bad channel
estimation for few channel realizations: this fact, however, heavily
affects the average BER performance and, in particular, the convo-
lutional code efficacy. This is also the case when CSI is employed.

Finally, we show some BER performance (again exploiting CSI)
after the outer Reed-Solomon (RS) decoding at the physical layer,
and after the Multiprotocol Encapsulation (MPE) decoding at the
data-link layer, where the interleaving matrix has the maximum depth
(1024 rows). Figure 7 illustrates the BER after the DVB-H outer
code (shortened RS, (204, 188, t = 8)) [1], after the first TI equal-
ization, and i additional iterations of the ICI cancellation scheme.
Similarly to the Viterbi BER case, there is a notable BER reduction
due to the first ICI cancellation, while in the successive iterations the
BER is reduced to a lesser extent. On the other hand, Figure 8 shows
that, at high SNR, the MPE-FEC at the data-link layer produces a
drastically reduced BER after the first ICI cancellation, even though
for TI equalization the MPE-FEC is scarcely effective in reducing
the BER. If two iterations are employed, the BER is greatly reduced
also at low SNR.

5. CONCLUSIONS

In this work we have proposed a low-complexity solution for the
channel estimation of a DVB-H system in a SFN. Our solution as-
sessed the issues of fast fading and aliasing in the delay domain,
which jointly constitute a serious burden for conventional channel
estimation techniques. We have obtained good BER performance
without resorting to high-complexity solutions, conversely we have
exploited well established techniques, namely BEM, data-aided chan-
nel estimation, iterative decoding. This way we make the proposed
solution immediately attractive for the market. Future work will as-
sess the system optimization which could further improve the BER
performance.
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Fig. 3. Uncoded BER performance as a function of the SNR.
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Fig. 4. In-band MSE of the channel estimate.
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Fig. 5. Coded BER at the output of the conventional Viterbi de-
coder.
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Fig. 6. Coded BER at the output of the CSI-aided Viterbi decoder.
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Fig. 7. Coded BER at the output of the outer RS decoder.
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Fig. 8. Data-link layer BER at the output of MPE-FEC decoding.
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